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Bug-Bounty Programs

Website / software of  
an organization

Defenders 
• internal security team

• external partners (e.g., 

penetration testing)

Users

Attackers 
• black-hat hackers

• cyber criminals

• nation states

White-hat hackers
bug-bounty p

rogram
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• harnesses  
diverse expertise


• signals security



Problem with Bug-Bounty Programs 

• Key challenge that “companies face in running a public program 
at scale is managing noise, or the proportion of low-value 
reports they receive” (HackerOne)
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Bug-Bounty Platforms
• Connect white-hat hackers and organizations 

• Facilitate setting up a program (infrastructure, payments, etc.), 
resolve trust issues between hackers and organizations 

• Allows filtering hackers (and reports) based on their reputation

Platform
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Problem with Bug-Bounty Programs 

It is not that hard to keep white hats away… 

but how to attract the ones that do good work?
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Prior Analysis of Bug-Bounty Programs
• Prior work found “highly significant 

positive correlation between the 
expected reward offered and the 
number of vulnerabilities received 
by that organization per month” [1] 
•  “Roughly speaking, a $100 increase in 

the expected vulnerability reward is 
associated with an additional 3 
vulnerabilities reported per month”

Figure 16: Scatter plots of organizations’ white hat count
and vulnerability count for Wooyun and HackerOne public
programs (excluded Yahoo and Mail.ru as outliers).

beneficial: (1) While paying special attention to top con-
tributors is a useful strategy, it is also important to increase
the total number of contributors. A possible reason to ex-
plain the observed e↵ect is that vulnerability discovery re-
quires diversity, i.e., investigators with di↵erent expertise
using di↵erent tools may find di↵erent vulnerabilities; (2) It
is important to incentivize new participation, for example,
by o↵ering an extra bonus (e.g., badge or money) for the
first valid submission of a white hat to a platform or specific
program.

Other factors such as the popularity of the target, the
expected bounty amount, and the number of alternative
choices are all related to a bounty program’s attractiveness
to white hats. To better understand these factors, we con-
duct a linear regression by taking the number of vulnerabil-
ity reports as the dependent variable and other factors as
independent variables, as the following equation shows:

Vi = �0 + �1Ri + �2Ai + �3Mi + ✏i

where for each organization, Vi is the average number of
vulnerabilities per month, Ri is the expected reward, Ai is
the log Alexa rank of i’s website, and Mi is the average
platform manpower during the lifetime of organization i’s
bounty program. Mi is defined as the time-weighted number
of white hats divided by the time-weighted number of peer
organizations during the lifetime of i’s bounty program:

Mi =
NW1Ti +

PTi
k=2(NWk � NWk�1)(Ti � k + 1)

NO1Ti +
PTi

k=2(NOk � NOk�1)(Ti � k + 1)

Here, Ti is the number of months for i’bounty program.
NWk and NOk are the accumulated number of white hats
and the number of peer organizations on the whole platform
at the kth month for organization i, respectively.

Table 6 shows three variations of the regression model. In
all three models, we find a highly significant positive corre-
lation between the expected reward o↵ered and the number
of vulnerabilities received by that organization per month.
Roughly speaking, a $100 increase in the expected vulnera-
bility reward is associated with an additional 3 vulnerabil-
ities reported per month. We also find a significant nega-
tive correlation between the Alexa rank and the number of
vulnerabilities in models (2) and (3) suggesting that rank

(1) (2) (3)
VARIABLES # Vuln. # Vuln. # Vuln.

Expected Reward (Ri) 0.04*** 0.03*** 0.03***
(0.01) (0.01) (0.01)

Alexa [log] (Ai) -2.52* -2.70**
(1.20) (1.21)

Platform Manpower (Mi) 10.54
(10.14)

Constant 3.21* 16.12** -133.05
(1.88) (6.39) (143.66)

R-squared 0.35 0.39 0.40
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 6: Results of regression analysis. There are 60 obser-
vations (HackerOne).

determines the attractiveness of a website to white hats.
However, it is also possible that less popular websites are
in general less complex in design and implementation, and
thus contain less vulnerabilities. For model (3), we expect
that with higher average platform manpower, an organiza-
tion will receive more attention from white hats and thus will
have more vulnerability reports. However, the analysis does
not yield a conclusive answer, possibly due to the omission
of invitation-only programs and limited sample size.

The quantified model can be used by organizations when
determining their bug bounty policies and attracting an ef-
fective white hat following. In particular, o↵ering higher re-
wards and running the program for a longer time contributes
to a higher number of reports. The model also contributes
to the security assessment question in Section 4.3.6. Nev-
ertheless, our regression model is only a first step towards
modeling the dynamics of the web vulnerability discovery
ecosystem. It could be extended with more independent
variables, such as the business type of organizations (see
Section 4.3.3), or the expected rewards from peer organiza-
tions in the ecosystem.

5. DISCUSSION

5.1 Importance of Disclosure
Based on our analysis, we believe that disclosing impor-

tant information about vulnerability discovery (such as the
resolve time for each vulnerability, bounty amounts, and
even the detailed reports) is important for the success of
a web vulnerability discovery ecosystem. For the white hat
community, disclosing more vulnerability information not
only enables them to learn and improve, but also poten-
tially allows to make better decisions on target selection, as
we have discussed in Section 4.2.4. The transparency as-
sociated with disclosure could also reduce conflicts between
organizations and white hats on issues like the validity of a
report or the reasonableness of a bounty amount. For or-
ganizations, disclosing more information enables the public
(e.g., Internet users, or cyber-insurance providers) to better
assess the security of an organization (Section 4.3.6). Dis-
closure is also vital for the research community to tackle
some of the challenging issues and future research questions
we have discussed. In addition, a platform such as Wooyun

[1] Zhao et al.: An Empirical Study of Web Vulnerability Discovery Ecosystems. Proc. of ACM CCS 2015.

Is it all about the money?
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The Rules of Engagement
• We analyze the descriptions of bug-bounty programs to find 

out what rules contribute the most to the success of a program 

• Qualitative analysis: taxonomy of program rules 

• Quantitative analysis: relation between rules and success
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Dataset
• Source: HackerOne (https://www.hackerone.com/) 

• Descriptions for 111 public programs downloaded January 2016 

• Detailed history for 77 programs 
• rule description changes, bugs resolved, and hackers thanked

• for each program, computed the rate of bugs resolved and hackers 

thanked (per year) for the time period in which the January 2016 version of 
the description was in effect

Problem: program rule description may be arbitrary text
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Qualitative Study
• We manually evaluated 111 program descriptions 

• Taxonomy of rule statements 
1.  in-scope

2.  out-of-scope

3.  eligible vulnerabilities

4.  ineligible vulnerabilities  

5.  prohibited actions 

6.  participation restrictions

7.  legal clauses

8.  submission guidelines

9.  public disclosure guidelines

10. reward evaluation 

11. deepening engagement

12. company statements
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Taxonomy:  
Scope and Eligibility

• In-scope and out-of-scope: define the scope of the program 
• e.g., allow / forbid working on core production site, APIs, mobile 

applications, and desktop applications 

• staging sites: some organizations allow / require white hats to work on 

staging sites that are provided by the organization


• Eligible and non-eligible vulnerabilities: specify the types of 
vulnerabilities that white hats should find 
• e.g., SQL injection, remote code execution, potential for financial damage, 

“issues that are very clearly security problems”
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Taxonomy:  
Restrictions and Legal Clauses

• Prohibited actions: list further instructions on what white hats 
should not do 
• e.g., automated scanners, interfering with other users, social engineering


• Participation restrictions: exclude certain individuals from 
participating in the program 
• e.g., employees, individuals of certain nationalities


• Legal clauses: promise not to bring legal action white hats if 
rules are followed, or remind them to comply with laws
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Taxonomy:  
Submission and Public Disclosure Guidelines

• Submission guidelines: specify the bug report contents 
• e.g., specific format, screenshots, pages visited


• Public disclosure guidelines: forbid / allow disclosing 
vulnerabilities to other entities (for some time period or until they 
have been fixed) 
• default period of secrecy on HackerOne: 180 days


• Reward evaluation: specifies an evaluation process that is used 
to determine whether a submission is eligible for rewards 
• e.g., reward amounts for specific types of vulnerabilities, areas of a site, 

and various other conditions

• duplicate report clause: specifies if duplicate reports will be rewarded
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Taxonomy: 
Deepening Engagement and Company Statements

• Deepening engagement: statements provide instructions for 
white hats on how they can better engage in vulnerability 
research for the organization 
• e.g., “capture the flag” challenges

• test accounts: some organizations allow / require white hats to create 

dedicated test accounts

• downloadable source code: some organization provide source code


• Company statements:  
• demonstrate an organization’s willingness to improve security and to 

collaborate with the white hat community 

• not directly provide instructions or reward-relevant information
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Quantitative Study
• Based on 77 programs with detailed history  

• Measures of success:  
number of bugs resolved per year,  
number of hackers thanked per year 

• Predictors 
• basic properties of program rule descriptions

• statements and clauses identified by the taxonomy
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Length of Program Description

The Rules of Engagement for Bug Bounty Programs 9

important factor in success. Then, we investigate the readability of program
rules using established metrics from the field of readability studies (Section 5.1),
and show that the readability of program descriptions could be significantly im-
proved in practice. Next, we study three important clauses that program rules
may include: duplicate reports, legal actions and public disclosure (Section 5.1).
We show that the presence or absence of these clauses can have a very strong
impact on the success of a program, which implies that organizations need to in-
clude them in their rules if they wish to be successful. We also study the e↵ect of
including staging sites, test accounts and local copies in the program description
(Section 5.1), and show that these features can be very beneficial too. Finally,
we perform a detailed regression analysis (Section 5.2), and study the combined
e↵ects of description length, various clauses, etc.

5.1 Descriptive Analysis
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Fig. 1. Statistics for programs grouped by description length (measured as number of
words). Please note the logarithmic scaling of the vertical axes.

Length of Bug Bounty Rules The average length of program rules is 481
words (N = 77). The shortest description is 72 words (Vulners) and the longest
one is provided by ownCloud with 1,744 words. To provide an initial overview of
the data, we categorize the organizations into four groups based on program de-
scription length (measured as number of words). These groups contain programs
with word counts of 1) 0 - 250 words (N = 13), 2) 250 - 500 words (N = 36),
3) 500 - 750 words (N = 16), and 4) 750+ words (N = 12). Figure 1 shows the
average rates of bugs resolved and hackers thanked for each group. Note that the
rates were computed for each program over a time interval in which the descrip-
tion was unchanged, dividing the number bugs resolved and hackers thanked by
the length of the interval in years. Tables 2, 3, and 4 in Appendix B list the
descriptive statistics of word count, bugs resolved, hackers thanked and bounty
paid for all organizations (Table 2), organizations paying minimum bounty (Ta-
ble 3) and organizations paying no minimum bounty (Table 4), respectively.
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Readability of Program Description
• Objective measures: 

• Flesch Reading-Ease Score [2], Smog Index,  Automated Readability Index 


• No significant correlation between readability and program success

10 Aron Laszka, Mingyi Zhao, Akash Malbari, and Jens Grossklags

It is noteworthy that the length of program rules is positively associated with
the average rate of bug resolved as well as the average rate of hackers thanked
(see Figure 1 and Table 2). These observations also hold for all organizations
paying a minimum bounty (N = 44, see Table 3). For organizations that are not
paying a minimum bounty (N = 33), these relationships hold very consistently
(see Table 4). However, there is no obvious trend observable for the relationship
between the length of program rules and the average bounty paid by programs
for valid discoveries (see Tables 2 and 3).

Readability of Program Rules We computed various metrics for the read-
ability of program rules. For brevity, we report the results only for the Flesch
Reading-Ease Score [10] here (see Figure 2), which is an established metric in
the field of readability studies. Results for other metrics are shown in Figure 6 in
Appendix D, but they do not di↵er in a meaningful way regarding the following
basic observations.

The higher the score, the easier a document is to read. Scores towards 100
indicate that a minor in 5th grade would likely understand the document without
problems. A score of 30 and below typically requires a college degree. Law review
articles and technical documents frequently score in the 30s.
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Fig. 2. Length and readability of program descriptions.

We find that the average level of the Flesch Reading-Ease Score for the sample
of program rules is 39.6, indicating a set of documents requiring some college
education (on average). The least readable document scored 12.2, whereas the
most readable document had a score of 74.4. There are 18 program rules that
score below 30, which indicates documents that are very di�cult to read.

While our analysis does not yet account for the specific characteristics of
program rule documents (e.g., technical terminologies, tables etc.), it is indica-
tive that improvements could be undertaken to make these documents more ap-
proachable. Perhaps in contrast to the going practice for many forms of legal
agreements, program rules should be written with the intention of being read
and understood by white hats who search for vulnerabilities in a particular pro-

[2] Flesch, R.: A new readability yardstick. Journal of Applied Psychology 1948(32), 221–233.

90 - 100: 
11-year old would 
understand

50 - 30: 
difficult to read, 
college-level
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Duplicate Reports, Legal Actions, and  
Public Disclosure 

• Duplicate report clause: 
specifies if duplicate reports will be rewarded 

• Legal action clause: 
informs white hats under what  
conditions it may (or may not)  
bring a lawsuit against them  

• Public disclosure clause: 
forbids / allows white hats to  
disclose a vulnerability to  
other entities (for some time  
period or until it has been fixed)

The Rules of Engagement for Bug Bounty Programs 11

For Google’s bug bounty program and on the BugCrowd platform, the number
of duplicates is higher than the number of valid reports. The ratio of duplicates
is lower on HackerOne, but still substantial. It is therefore likely that white hats
prefer to work with programs that are aware of this challenge and discuss it in
their program rules.

Second, we identified programs that have some form of a legal action clause.
Using a legal action clause, an organization informs white hats under what con-
ditions it may (or may not) bring a lawsuit against them. Due to several highly-
publicized incidents, where companies sued white hat hackers, or prevented them
from speaking at conferences or other events, we believe that such statements
can influence a white hat’s decision to work for a specific program.

Third, we investigated which programs include a specific statement regarding
public disclosure. Organizations may be particularly concerned about the inter-
nal security of their systems and applications, hence they may prohibit white
hats from disclosing any identified vulnerabilities to other entities for a specified
time period or until the bug has been fixed. HackerOne’s Vulnerability Disclosure
Guidelines allow white hats to publicly disclose information about bugs 180 days
after they have submitted the report. Hence, organizations who take the extra
step to alter their program policy may have specific concerns, and the presence
of such a clause may also influence white hat behavior.

In general, we believe that specifying these three policies is indicative of a
better developed program by the organization. To verify this, we investigated
the 111 programs and found that 51 organization mention at least one of the
three clauses in their programs. For these 51 organizations, we further show their
status in Figure 3. We can see that only 10 out of these 51 organizations have
all three clauses.

Duplicate
Report

11

Public
Disclosure

10

Legal
Action

1

13 5

1

10

Fig. 3. Venn diagram explaining extensibility of rules.

In Figure 4, we provide descriptive statistics of how the presence or absence
of these three rule clauses are related to the rate of hackers thanked and rate of
bugs resolved. We observe that the presence of these rules is associated with more
active programs. Both the rate of hackers thanked and the rate of bugs resolved
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Duplicate Reports, Legal Actions, and  
Public Disclosure 

12 Aron Laszka, Mingyi Zhao, Akash Malbari, and Jens Grossklags

Duplicate
Report

11

Public
Disclosure

10

Legal
Action

1

13 5

1

10

Fig. 3. Venn diagram explaining extensibility of rules.
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duplicate clause

no duplicate clause

legal clause

no legal clause
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no public disc. clause

Number of bugs resolved ( ) and hackers thanked ( ) per year

Fig. 4. Statistics for duplicate report, legal action, and public disclosure clauses.

organization provides white hats with a staging site for identifying vulnerabili-
ties, whether it asks them to create a designated testing account, and whether
it allows them to download a copy of the application/software for testing.

Our classification shows that 5 out of 111 organizations have staging sites,
24 ask white hats to use a test account, and 13 provide source code of the
application/software. When we investigate whether the availability of a staging
site or source code impacts the rate of approved vulnerability reports and hackers
thanked, we do not observe a very strong pattern (see Figure 5 below and Table 6
in Appendix C). However, the requirement to use test accounts appears to have
positive impact.
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Staging Sites, Test Accounts, and 
Downloadable Source Code

19

How much help do organizations provide to white hats? 

• Staging sites: 
allow / require white hats to work on staging sites that are 
provided by the organization 

• Test accounts: 
allow / require white hats to create dedicated test accounts  

• Downloadable source code:  
provide downloadable source code for the software / service



Staging Sites, Test Accounts, and 
Downloadable Source Code

The Rules of Engagement for Bug Bounty Programs 13

0 50 100 150 200 250

staging site

no staging site

test accounts

no test accounts

source code

no source code

Number of bugs resolved ( ) and hackers thanked ( ) per year

Fig. 5. Statistics for programs with and without staging sites, asking or not asking to
use test accounts, and asking or not asking to download source code. Note that the
test accounts category also includes programs with local copies.

5.2 Regression Analysis

For the findings stated above, further quantitative analysis is needed to substan-
tiate the observed e↵ects. Particularly, we want to study the combined e↵ects
of rule features, including the length of the rule (L), the Flesch Reading-Ease
Score that measures the readability of the description (R), and the existence of
legal action, duplicate report, and public disclosure clauses (LE, DU , and DI),
on the success of a program, which is measured by the number of bugs resolved
(V ). Therefore, we build the following least square regression model

V = �
0

+ �
1

L+ �
2

R+ �
3

LE + �
4

DU + �
5

DI + �6Z + ✏. (1)

In the regression model, we have considered other characteristics of bug
bounty programs that could a↵ect both the success of a program and the textual
features, in order to mitigate the correlated omitted variable bias. More specifi-
cally, we add three control variables (represented as a vector Z in the regression
model), based on previous work [26, 16]: B is the average bounty paid by the
program,8 T is the age of the bug bounty program, and A is the log of the
Alexa rank of the organization’s website.9 Alexa rank proxies for the complexity
of the website, and a more complex website is likely to have both longer rule
descriptions and inherently more vulnerabilities to find.

8 Since not all programs disclose their average bounty, we have to restrict our analysis
to 58 data points in this subsection.

9 A lower value of Alexa rank represents a more popular website. For example, an
Alexa rank of 1 indicates the most-visited website.
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Regression Analysis
• Dependent variable: 

number of bugs  
resolved V


• Predictors: 
• average bounty B


• Alexa rank A
• previous features

The Rules of Engagement for Bug Bounty Programs 13

features, in order to mitigate the correlated omitted variable bias. More specifi-
cally, we add three control variables (represented as a vector Z in the regression
model), based on previous work [24, 16]: B is the average bounty paid by the
program,8 T is the age of the bug bounty program, and A is the log of the
Alexa rank of the organization’s website.9 Alexa rank proxies for the complexity
of the website, and a more complex website is likely to have both longer rule
descriptions and inherently more vulnerabilities to find.

Table 1. Regression Results

(1) (2) (4)

VARIABLES V V V

Length of the rule (L) 0.18*** 0.09* 0.01

Average bounty (B) 0.12* 0.09*

Age of the program (T ) 0.05 0.13***

Log(Alexa rank) (A) -4.65 -4.20

Has legal clause (LE) 23.04

Has duplicate report clause (DU) 47.39*

Has public disclosure clause (DI) 60.41**

Has staging site (ST ) 1.10

Asks to use test accounts (TA) 1.01

Asks to download source (DS) 45.56*

Constant -15.21 23.21 -14.40

R-squared 0.27 0.43 0.57

*** p<0.01, ** p<0.05, * p<0.1

The results of our regression analysis can be found in Table 110. We incre-
mentally add the factors to the regression model, beginning with a simple model
explaining the number of discovered vulnerabilities through the varying length
of program rules. Other more complex models follow.

Our first observation is that the length of the rule description is positively
correlated with the number of vulnerabilities discovered. The correlation is sig-
nificant in three out of the four models. Several hypotheses could explain this
positive correlation. First, a long rule may indicate that the organization spends
more e↵ort on improving the engagement with white hats (e.g., by giving more
guidance on what to look for), which in turn makes white hats more productive.

8 Since not all programs disclose their average bounty, we have to restrict our analysis
to 58 data points in this subsection.

9 A lower value of Alexa rank represents a more popular website. For example, an
Alexa rank of 1 indicates the most-visited website.

10 Note that we use data from the entire history of each bug bounty program. We have
also tested the models using only data available after the last major rule update of
each program. The regression analysis shows the same directionality of e↵ects, but
the dataset is much smaller to report a robust analysis.
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Conclusion
• Limitation of our study 

• only public programs (no publicly available data for private ones)

• only the white hats’ success is measurable, not their effort


• Lessons learned 
• there are factors (beside expected amount bounty) that are crucial for the 

success of a program

• platforms should help bug-bounty programs to define these rules


• Future work 
• extending the scope of our analysis to a larger number of programs, 

employing natural language processing and text mining
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Thank you for your attention! 

Questions? 

Aron Laszka:     alaszka@uh.edu  /  www.aronlaszka.com
Mingyi Zhao:     rvlfly@gmail.com
Jens Grossklags:    jens.grossklags@in.tum.de
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