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Abstract—Public bus transit systems provide critical transportation services for large sections of modern communities. On-time performance and maintaining the reliable quality of service is therefore very important. Unfortunately, disruptions caused by overcrowding, vehicular failures, and road accidents often lead to service performance degradation. Though transit agencies keep a limited number of vehicles in reserve and dispatch them to relieve the affected routes during disruptions, the procedure is often ad-hoc and has to rely on human experience and intuition to allocate resources (vehicles) to affected trips under uncertainty. In this paper, we describe a principled approach using non-myopic sequential decision procedures to solve the problem and decide (a) if it is advantageous to anticipate problems and proactively station transit buses near areas with high-likelihood of disruptions and (b) decide if and which vehicle to dispatch to a particular problem. Our approach was developed in partnership with the Metropolitan Transportation Authority for a mid-sized city in the USA and models the system as a semi-Markov decision problem (solved as a Monte-Carlo tree search procedure) and shows that it is possible to obtain an answer to these two coupled decision problems in a way that maximizes the overall reward (number of people served). We sample many possible futures from generative models, each is assigned to a tree and processed using root parallelization. We validate our approach using 3 years of data from our partner agency. Our experiments show that the proposed framework serves 2% more passengers while reducing deadhead miles by 40%.

Index Terms—Public transit, Monte Carlo, Optimization

I. INTRODUCTION

There is a growing demand from people living in urban and metropolitan areas for better and more efficient public transit systems [1]. Public transit ridership has risen to more than 70% of pre-pandemic levels, signifying an upward trend [2]. Thus, public transit agencies are now encountering more incidents of crowding, vehicular failures, and road accidents which lead to service performance degradation. In 2022, the partner agency had approximately 100 buses in their fleet, each one assigned an average of 15 trips, to serve hundreds of passengers every day. With such high usage rates, accidents and mechanical failures are bound to happen. In 2022 alone, there were over 6500 reports of service disruptions due to a variety of factors such as weather, accidents, or mechanical issues. These issues, along with passenger overcrowding and delays, are some of the things that can degrade the transit’s quality of service, eroding trust and eventually leading to a decrease in usage.

In response to these issues, transit agencies often have a limited pool of vehicles used to cover for and mitigate the potential loss of service that these disruptions would cause. Thus, the task of optimal allocation and dispatch of these limited resources, a fundamental problem faced by various agencies, lies upon the operators and transit experts. While their decisions may reflect the best solutions at that time, in the end, their choices are myopic and based on domain knowledge.

We identify this as a dynamic scheduling and dispatch for fixed-line transit problem. Transportation agencies traditionally are expected to have a fixed schedule with regular intervals, meant to provide wide-area coverage. However, the need for dynamic scheduling arises when dealing with origin-destination passenger demands or para-transit services, where demands along a route vary significantly. In such cases, fixed routes and schedules cannot be used to efficiently model the system. The results are flexible routing and scheduling strategies such as deadheading or dynamic stop skipping, to determine which vehicle to send and which stops to skip [3]. Solving this problem in the real world, where future events are considered, requires solving hard combinatorial optimization problems. This is a computationally intractable problem, considering the number of buses, stops, and events that one must take into account. In light of these challenges, the implementation of dynamic scheduling and dispatch solutions has gained considerable attention within the public transit domain. These systems leverage advanced data analytics and predictive modeling techniques to address the complex scheduling issues faced by transit agencies. By integrating real-time data streams and historical performance metrics, these solutions enable transit authorities to make informed decisions to enhance the efficiency and reliability of their services.

With the integration of cutting-edge technologies and data-driven insights, transit agencies are better equipped to opti-
mize their resources and respond promptly to disruptions. By embracing dynamic scheduling and dispatch solutions, these agencies can provide more agile and adaptable public transit services, ultimately improving urban transportation systems' overall quality and reliability.

Contributions: Our approach to solving this problem is to model it as a sequential decision-making problem under uncertainty [4], which can be solved to maximize some domain-specific utility function such as the total number of passengers served [5]. Our main contributions are summarized as follows: (1) we design a fully online and non-myopic solver for stationing and dispatch for fixed-line transit services, which aims to optimize limited resources in the form of substitute buses to maximize the number of passengers served. (2) We model this problem as a semi-Markov decision process which we solve using MCTS. (3) Extensive experiments are conducted on both generated and real-world public transit datasets, and the results show that our model outperforms a greedy baseline model. Increasing total passengers served by as much as 7% and reducing deadhead miles by 42%. This shows that there is room for improvement in the current methods used by certain public transit agencies.

II. Problem Statement

In this section, we describe the characteristics of fixed-line transit and formulate the dynamic stationing and dispatch problem. We then discuss the concepts of stationing and dispatch, introduce the action spaces and finally model the problem as a semi-Markov decision process. We present a notation lookup table in the technical appendix (Tab. IV) for convenient reference to notation.

A. Fixed-line Transit and Substitute Buses

Fixed-line public transit relies on a set of vehicles following a consistent and predictable schedule of trips along a set of routes. Any events or incidents that would cause buses to deviate from their schedule can lead to increased passenger wait times, headway bunching, interfere with transfers, and eventually impact reliability and erode passenger trust. In response, the agency has a limited number of substitute buses, without any scheduled trips, that can be deployed to minimize the effect of unforeseen events.

Trip: is a sequence of locations or stops that a bus will visit along its route. Each bus starts and ends its service day at a depot, which are central system hub. Formally, a trip $i$ is defined by an ordered sequence of stops $T^i = \{L^i_0, L^i_1, L^i_2, \ldots L^i_n\}$ where $L^i_0$ and $L^i_n$ are the depots if the vehicle is traversing a regular planned trip or staging areas if the vehicle was dispatched. Each stop has a predetermined scheduled arrival time along the trip.

Route + Direction: A bus route is a group of trips that a bus is expected to follow recurrently. A regular bus assigned to a particular route will travel in a certain direction until it turns around for the next trip going back. Regular buses will not diverge from assigned routes.

Steps: $j$ in a trip $i$ have a predetermined scheduled time when a vehicle is expected to arrive, denoted by $e_i(L_j^i)$.

For a regular service day, the transit agency has access to two types of buses, regular and substitute. Regular buses travel along their assigned routes for the entire service day. Regular buses do not diverge from their schedules and they cannot be used for other trips even when they are currently idle (between trips). In preparation for incidents, agencies may have several substitute buses that are kept apart from regular fixed-line services and are sent out in response to potential service disruptions such as overage events, delays, and vehicle breakdowns. Substitute buses can be stationed to certain stops along the city, effectively waiting until it has to be dispatched to either takeover a broken down regular bus or pick up passengers left behind by one. The main objective for using substitute buses is to maximize the number of passengers served and minimize passenger wait time at the bus stops. Thus, it is important to station vehicles at locations close to routes and stops that frequently encounter issues, thereby maximizing substitute bus efficiency and decreasing response times. The efficiency of a substitute bus can be measured by the number of passengers it has served and the amount of deadhead miles it has traveled. Deadhead miles constitute the distance a substitute bus has to travel between where it is stationed to the dispatch location, during which they are not potential service disruptions such as overage events, delays, and vehicle breakdowns. Substitute buses can be stationed to certain stops along the city, effectively waiting until it has to be dispatched to either takeover a broken down regular bus or pick up passengers left behind by one. The main objective for using substitute buses is to maximize the number of passengers served and minimize passenger wait time at the bus stops. Thus, it is important to station vehicles at locations close to routes and stops that frequently encounter issues, thereby maximizing substitute bus efficiency and decreasing response times. The efficiency of a substitute bus can be measured by the number of passengers it has served and the amount of deadhead miles it has traveled. Deadhead miles constitute the distance a substitute bus has to travel between where it is stationed to the dispatch location, during which they are not accepting any passengers. If there are no passenger overages or disruption incidents, then idle substitute buses can be re-stationed in preparation for future events. Ideally, there would always be a vehicle that can be dispatched to cover any affected trip at any time. However, resource constraints in both manpower and budget limit the total number of buses that can be used as substitute buses. Therefore, a decision must be made. There are two types of actions the decision-maker, in this transit supervisors, can optimize: (1) which substitute buses to send to cover for trips (dispatching actions) and (2) which stops or depots to stage an idle bus in anticipation of future events (stationing actions). This dynamic stationing and dispatch problem is visualized in Fig. 1(a), which is an extension of the traditional, fixed-line transit.

Formally, the dynamic stationing and dispatch fixed-transit problem consists of a set of vehicles denoted as $V$. A subset of vehicles are used to service the regular fixed-line transit schedule for the day, denoted as $V^R \subset V$ and the remaining vehicles are substitute vehicles available for stationing and dispatching $V^O = V \setminus V^R$. Substitute buses start stationed at predefined stationing areas located throughout the geographic region of operation. While the state space in this stationing and dispatch problem is in continuous time, it is convenient to
view the system’s dynamics as a set of finite decision-making states that evolve in discrete time. For example, a bus moving between stops on its trip continuously changes the state of the world but presents no scope for decision-making unless an event occurs that needs a response (such as a bus breaking down or passengers getting left behind) or the planner decides to re-station the buses. As a result, the decision-maker only needs to find optimal actions for a subset of the state space that provides the opportunity to take actions.

We define this moment of decision-making as a decision epoch. A decision epoch is triggered each time a bus arrives at a stop, has an average or disruption event, or if a stationing event is triggered. At each decision epoch, there are three possible actions for each idle substitute vehicle: (1) They can be stationed and moved to any stop or depot across the region, called deadheading [3]. (2) They can be dispatched to a stop on any trip. They must serve this entire trip, serving all subsequent stops, before becoming available for dispatch again, or (3) They can be made to wait at their current location.

B. Fixed-line Stationing & Dispatch as SMDP

To solve the problem of identifying the best assignments for substitute buses, we model the dynamic stationing and dispatching problem as a semi-Markov decision process (SMDP). We treat the model as semi-Markovian since buses must physically move from stop to stop along their trip or from staging areas when dispatched or reallocated. Travel time during these transitions is inconsistent due to latent factors such as traffic congestion, passenger behavior, or driver actions, which cause the temporal transitions between states to be non-memoryless.

An SMDP can be represented as the tuple \( \{ S, A, P, T, R, \gamma \} \) where \( S \) is a finite state space, \( A \) is the set of actions, \( P \) is a state transition function, \( T \) is the temporal distribution over transitions between states, \( R \) is an instantaneous reward function, and \( \gamma \) is the discount factor for future rewards [7].

States: We denote the set of states as \( S \). A state at time \( t \), denoted by \( s_t \), consists of a tuple \((V_t, T_t, vloc_t, V^*_t)\) where \( V_t \) is the set of all vehicles, \( T_t \) is the set of all trips, \( vloc_t \) is the location of all vehicles, and \( V^*_t \) is the state of each vehicle. We associate some additional information with each vehicle: \( c(V^*_t) \) is the capacity of vehicle \( i \), \( o(V^*_t) \) is the current occupancy of vehicle \( i \) at \( t \), and \( w(V^*_t) \) is the status of the vehicle. The status of a vehicle can be in transit if it is actively servicing a route, idle if it is sitting at a staging location ready to be dispatched, or out-of-service if it is no longer available. We assume that no two events occur simultaneously in our system model. If such a case arises, we can add an arbitrarily small time interval to separate the two events, creating separate states.

Actions: We denote the set of all feasible actions at time \( t \) by \( A^t \). There are three types of possible actions for substitute buses: stationing, dispatch, and no action.

Dispatch actions selects an idle substitute vehicle and assigns it a trip. Thus, requiring them to be dispatched from their current location to a target stop along the assigned trip. A dispatch action \((A_d)\) selects a vehicle \( i \), trip \( j \), and stop \( k \) along that trip given the current system state and can be denoted as \( A_d : S \mapsto \{V^t, T^j, L^k\} \) where \( V^t \in V^O \) and \( L^k \in T^j \). The substitute bus must now visit all stops from \( L^k \) to \( L^n \), where \( n \) is the last stop for trip \( j \). The goal of dispatch actions is to directly alleviate excess demand from the system, by replacing broken vehicles or increasing capacity for crowded trips.

Stationing actions reallocates idle substitute buses by moving them between different stops around the city. The goal is to preemptively place idle vehicles closer to trips and stops that may encounter issues in the future. Stationing rebalances idle vehicles in anticipation of expected future demand. Therefore, a reallocation action can be formulated as \( A_r : S \mapsto \{V^t, D^j\} \) where \( V^t \in V^O \) and \( D^j \) is one of the staging locations.

Otherwise, the system can simply Do nothing. In this case, no dispatching or reallocation actions are chosen and the system continues as is.

State Transitions: At each decision epoch \( t \), the decision maker can take an action such as \( a_t^* \in A_t \), which will transition from the pre-decision state \( s_t \) to a post-decision state \( s'_t \). Afterward, the post-decision state \( s'_t \) transitions into the next
pre-decision state $s_{t+1}$, within which new events will occur. During state transitions, buses travel between stops along their assigned trips, drop off passengers waiting to alight, and pick up any passengers waiting at the stop. Passengers waiting at a bus stop will get on the bus that arrives, provided that it is going along their desired route and direction, and if the bus is not yet over capacity $o(V^i) < c(V^i)$. Passengers who are not able to get on the bus will wait for another bus for a certain amount of time before leaving. Buses in transit can also encounter a disruption event while traveling between stops. We refrain from discussing the mathematical model and expressions for the temporal transitions and the state transition probabilities $\mathcal{P}$ since our algorithmic framework relies only on a generative model of the world and not explicit estimates of the transitions themselves.

We model the stop-to-stop travel times of buses by sampling an independent empirical distribution based on historical data. The number of boarding and alighting passengers at every stop is generated by generative models which will be discussed in the next section. Finally, disruptions are based on a statistical model trained to forecast incidents.

**Rewards:** The reward for an action $a^j \in A_t$, defined as $\gamma(a^j)$, is based on the total number of people that successfully get on the bus and the non-service miles traveled by substitute buses. It only considers any actions that maximize the number of people that a limited number of substitute buses can pick up while minimizing the non-service miles traveled. The decision maker’s goal is to find an optimal policy that maps system states to actions to maximize long-term utility. In our case, the utility is related to reducing the overcrowding of the fixed-line transit system and mitigating the effects of vehicle breakdowns, traffic incidents, and passenger overages.

### III. Approach

The dynamic environment present in our problem discourages the use of typical offline-online solutions. Before being embedded in an online search, offline components require long training times and must be re-trained each time the environment changes. This motivates us to use Monte-Carlo Tree Search (MCTS). MCTS is a simulation-based search algorithm that has been widely used in game-playing scenarios. MCTS-based algorithms evaluate actions by sampling from a large number of possible scenarios. Being an anytime algorithm, MCTS can immediately incorporate any changes in the underlying environment when making decisions. We show the framework for our proposed approach in Fig. 1b. All of our code for the implementation is available at https://zenodo.org/records/10594255.

#### A. Available Data

Our solution for this problem is largely data-driven and we have been continuously collecting various datasets shown in Tab. I. Automatic Passenger Counts (APC) are data gathered by electronic devices installed on public transit buses. They log the number of passengers boarding and alighting through the use of door sensors. They also collect the position of buses, as well as their arrivals and departures from stops, allowing stop-to-stop travel times to be derived. APC data is not as precise as data gathered by smart cards. Thus, they require cleaning and augmentation before they can be used for training forecasting models.

We also collect both traffic incidents and bus failures, gathered by Waze and the transit agency respectively, to further improve our simulation of the real-world environment. However, these data do not neatly fit with APC data. We have to create a buffer in both space and time when joining them with bus APC data. Thus, they are simply approximations of the real world. Finally, the need to collect all of this data is further necessitated by the fact that APC does not collect origin-destination (OD) data. Due to the way they collect data, they do not have specific information regarding which stop a particular passenger got on and at which stop they got off.

#### B. Generative Models

Modeling the transition space and representing the stochasticity in our environment necessitates the ability to sample travel times, passenger arrival times, and potential disruptions.

**Passenger arrivals:** Due to the limitations in the APC data, we are unable to identify passenger counts and waiting times at stops and which stops are their exact destinations. Having only access to current bus occupancy at every stop, we instead computed the boarding and alighting counts by training and sampling a model for forecasting passenger occupancy across stops within a single trip. Algo. 1 details how these counts are calculated. For each stop, we forecast probabilities that the occupancy will be in a certain bin. We select a bin based on these probabilities (line 4) and then from within the bin, we select uniformly at random an occupancy level (line 5).

### TABLE I: Detail of datasets

<table>
<thead>
<tr>
<th>Data</th>
<th>Size</th>
<th>Rows</th>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automatic Passenger Count (APC)</td>
<td>3.3GB</td>
<td>17M</td>
<td>Date</td>
<td>Date of trip Occupancy at stop</td>
</tr>
<tr>
<td>incidents</td>
<td>344MB</td>
<td>2.3M</td>
<td>Arrival time</td>
<td>Arrival at stop Departure from stop</td>
</tr>
<tr>
<td>disruptions</td>
<td>800KB</td>
<td>6534</td>
<td>Date</td>
<td>Date of trip Occupancy at stop Number of reports Coordinates</td>
</tr>
<tr>
<td>road network</td>
<td>31MB</td>
<td>7414</td>
<td>Type</td>
<td>Location</td>
</tr>
</tbody>
</table>

Note: All data are from 01-01-2020 to 12-31-2022.

#### Algorithm 1 Passenger Distribution Model Generation

Require: $e(L)$, features

1: $E \leftarrow \emptyset$
2: for each $(i, j) \in e(L)$ do
3: $p = predict(e(L_i), features) \rightarrow$ using model from [9]
4: $bin = randomBinFromProbability(p)$
5: $e(L_i) = randomInt(bin_{low}, bin_{hi})$
6: $E(e(L_i)) \leftarrow e(L_j))$
7: end for
8: return $E$

---
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We then use this predicted occupancy to generate stop-level boarding and alighting numbers, providing a learned estimate for passenger counts along stops for a given route, based on other features such as weather, time of day, day of the week, and special holidays. Only boardings are allowed at the start of trips and passengers are all required to alight at the stop at the end of every trip. Stochasticity is introduced by sampling multiple chains of events for each service day and by sampling passenger arrival times from a uniform distribution ranging from some time to the time before the bus arrives.

Disruption forecasting: We forecast the likelihood of disruptions occurring for certain trips by treating it as a supervised learning problem. We train an XGBoost model to predict the binary outcome of the presence of disruptions given a vector of features. Due to the inherent sparsity of available data, the forecast is limited to predicting disruptions at the trip level. However, due to how the problem is modeled, disruptions need to be predicted to the precision of a specific stop at a given time. We generate a simple probability distribution for all the stops along every trip using empirical disruption data. Thus, we predict disruptions using a two-step process, first by identifying whether each trip for the day has a disruption and then identifying the most probable stop where the disruption might occur.

C. Event-Driven Simulator

The simulator recreates an entire service day using all the prior datasets and models. There are three main components: buses, passenger arrivals, and disruptions, shown in Fig. 2. All regular buses are assumed to start the day at the first stop for their first trip. Meanwhile, substitute buses start the day at the main garage. Any movement by substitute buses where they are not assigned any trips adds up to their deadhead miles. Regular buses have no deadhead miles.

This is an event-driven simulator, events are based on the bus’ arrival at stops. Upon arriving at a stop, an active bus assigned to a trip will pick up passengers currently waiting at the stop. Since there are several stops shared by different routes and directions, passengers will only board buses that are headed in the same route and direction that they are going to. Buses only have a limited capacity for passengers. An overage event is triggered when passengers cannot board the bus due to overcapacity. They then stay at the bus stop and wait for some determined amount of time before eventually leaving. They will wait for the next bus that will pass by after some headway duration. Passengers can only board at the start of the trip and are required to alight at the end of the trip unless the current trip is the first part of a multi-stage trip where passengers can choose to remain. At any time during the journey, a regular bus may encounter a disruption event that causes it to break down and be unable to continue on any of its assigned trips. At this moment, all passengers on the broken bus are assumed to transfer back to the last passed stop. These passengers will wait for the next bus and leave after a set amount of time.

During any overage or disruption events, if there are available substitute buses, the decision-maker can opt to dispatch one to service the stranded passengers. If a substitute bus is sent to cover for a broken-down bus, it travels from its current location to the last passed stop, accruing deadhead miles in the process. Once it reaches the stop, it takes over all the trips assigned to the previous bus and then fetches any passenger waiting at the stop (both stranded and newly arrived ones). This substitute bus is then locked to serve the remaining trips as the original broken bus. The original bus is considered broken for the entirety of the simulation. Once this substitute bus is finished with the assigned trips, it remains at the last stop, waiting to either be stationed or dispatched again. However, if a substitute bus is sent to recover stranded passengers due to overage events, it travels from its current location to the stop where the passengers are. From there, it will only visit all subsequent stops the original bus was assigned to for that given trip that caused the overage event. After reaching the terminal stop of this single trip, it then waits to be stationed or dispatched.

D. Decision Algorithm

In the simulator, optimal decisions are taken by an MCTS algorithm. Here stationing and dispatch problems are represented as game trees, where each node in the tree represents a state and each edge is an action that transitions from one state to the next. The current state of the environment is set as the tree’s root node and the tree is incrementally expanded and asymmetrically explored. The asymmetric exploration of MCTS allows it to favor more promising nodes while other nodes still have a non-zero probability of being selected, this allows for relatively fast exploration of large action spaces. The value of an action is estimated by simulating a “rollout” to the end of a planning horizon while selecting actions based on a default policy.

In the simplest case, the default or rollout policy is computationally cheap such as selecting actions in a uniformly random manner. The tree is grown incrementally while adding and evaluating nodes and their utility until some computational budget has been reached. The algorithm then terminates and returns the best action for the current state. MCTS is a heuristic algorithm that requires very little domain-specific knowledge to get acceptable performance. For our stationing and allocation problem, we provide an environmental model, a tree policy for navigating the search tree, and the default policy for producing a value estimate.

For every decision epoch, an asymmetric search tree is generated by MCTS to obtain the best action for any state. We describe below the flow of our MCTS implementation and the domain-specific components required at each step. The service day starts when buses start their first trip. The event chains constructed by the generative model (Sec. III-B) provide the number of passengers waiting at the first stops for these initial trips. We use an empirical model to sample the travel times between stops based on historical data. As a bus travels between stops, we sample from a distribution the probability of a trip getting disrupted either due to mechanical issues, traffic accidents, or passenger-related incidents.
**Constraints on Decisions** To ensure tractability and to limit the number of decision epochs, due to the large amount of times buses will arrive at stops, we impose a strict interval between decision epochs. A bus arriving at a stop will only be considered for decision epoch for dispatch actions if it has been $N$ minutes since the last time the particular bus has been considered as a decision epoch. Independent of this, a decision epoch for stationing actions will occur every $M$ minutes from the start to the end of the service day.

**Constraints on Actions** Upon reaching a decision epoch, there are only a limited amount of actions that are considered. For stationing decisions, then any idle substitute buses are considered for reallocation to any of the possible stationing locations. For dispatch decisions triggered by an overage event, we consider dispatching to all the stops that have been visited by the current bus on their assigned trip. This includes stops that have stranded passengers as well as the current stop the bus is currently on. We also assign a constraint that trips can only be serviced by one substitute bus. At each decision epoch, only a single substitute bus will be considered for any possible action. For decision epochs where there are no substitute buses available, no action will be taken. Finally, any stops that have been last visited by a recently broken-down bus will be considered in the action space. We use the standard Upper Confidence Bound for Trees (UCT) [11] to navigate the search tree and decide which nodes to expand:

$$\text{UCT} = \hat{X}_j + C_p \sqrt{\frac{\ln n_j}{n_j}}$$

where $n$ is the number of times the current parent node has been visited, $n_j$ is the number of times child $j$ has been visited and $C_p > 0$ is a constant. Ties among child nodes are broken randomly. $\hat{X}_j$ is the estimated utility of state at node $j$.

When working outside the MCTS tree to estimate the value of an action during rollout, we rely on a default policy. This lightweight policy is simulated up to a time horizon, with resulting utility being propagated up the tree. The default policy only considers dispatching and it always selects the nearest idle substitute bus for dispatching.

**Rewards** is a function of the total served passengers and total deadhead miles for all substitute buses. A trip may be serviced by both a regular and substitute bus. Values are normalized by the total number of passengers (served plus those left behind) and total distance traveled by regular buses.

Thus, the reward is calculated as:

$$\gamma = \alpha \sum_{i \in T} \sum_{j \in L} b(L_{ij}) + \beta \sum_{v \in V^n} d(v)$$

where $b(L_{ij})$ is the number of passengers who boarded the bus at stop $j$ on trip $i$ and $d(v)$ is the deadhead miles traveled by bus $v$.

**Sampling Chain Generation:** Running MCTS on a single chain of events would be unable to reflect the uncertainty that can occur in the day-to-day transit operations. We account for this stochasticity by introducing many passenger count event chains either sampled from the generative models or by adding noise to real-world data. We use root parallelization [12] to handle the uncertainty. In root parallelization, a large number of these chains are used to generate multiple trees in parallel at every decision epoch. The best action is decided by the node which has the highest average score across all trees. The process for evaluating and selecting an action is provided in Algo. [2]. Given the current state at time $t$ and the generative model $E$, the algorithm samples $n$ event chains. A tree is then instantiated and MCTS is executed in parallel (line 2). This returns a matrix $A$ of feasible actions as rows and event chains as columns. We average each row to get the action score over multiple event chains. Finally, the action with the maximum score in $A$ is returned (line 7).

**Algorithm 2 MCTS evaluation**

<table>
<thead>
<tr>
<th>Require: $A, S_t, E, n_{chains}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $\text{eventChains} = E.\text{sample}(S_t, n_{chains})$</td>
</tr>
<tr>
<td>2: $\hat{A} = \text{MCTS}(A, \text{eventChains})$</td>
</tr>
<tr>
<td>3: $\hat{A} = { }$</td>
</tr>
<tr>
<td>4: for $a \in A$ do</td>
</tr>
<tr>
<td>5: $\hat{A} = \text{append}(\text{mean}(a))$</td>
</tr>
<tr>
<td>6: end for</td>
</tr>
<tr>
<td>7: return $\arg\max_{s_i \in X} \hat{A}[s_i]$</td>
</tr>
</tbody>
</table>

### IV. Experiments and Results

We evaluate the performance of the proposed framework’s effectiveness on public transit data obtained from a major...
metropolitan area in the United States. We use real-world data collected and provided by our partner agency.

A. Experimental Setup and Data Description

APC Dataset: We used real-world APC gathered from the MTA's entire fleet of buses over two years between January 2020 and April 2022. The dataset consists of bus arrival and departure times at every stop along their route, passenger occupancy, and information on whether a particular bus was a regular service bus or an overloaded bus.

Travel time and distance matrix: We generated an empirical distribution of travel times between consecutive pairs of stops present in the dataset. We then used OpenStreetMap and OSMnx to generate distance and travel times between all pairs of stops within the target area. Traffic incidents are factored in using generative models.

Generative models: We used the entire APC dataset along with other spatiotemporal features such as weather, traffic, and holidays, to train predictive models for stop-level passenger occupancy. We used the models to generate probabilities for different ranges of possible waiting passengers at the stop. We then selected uniformly at random, the number of boarding passengers from within that range. We generated 40 distinct passenger arrival chains. We used 20 for tuning the hyperparameters and 20 for validating the framework.

System configuration: First, we constrain the number of stationing stops to 25, instead of every available stop in the environment. This decreases the action space making search tractable while keeping it close to the real world by distributing it evenly across the city. The 25 stops are selected based on discussions with the transit agency. They have flagged these stops as both the current and potential locations where issues often occur. We also select the interval to be 15 minutes between decision epochs. We assume that there are 5 available overload buses to allocate, which is the average number of buses the agency attempts to keep in reserve. Second, there is no limit to the number of disruptions that can happen each day, based on the event chains, there are typically 2-4 disruptions per day. Third, we assume that passengers will arrive at the stop within a 10-minute window before the bus is scheduled to arrive and will wait at the stop for 30 minutes before leaving. A bus that comes early at the stop will wait until the scheduled departure time, while a bus that arrives late will pick up passengers, if there are any, and leave immediately. Finally, we assume that all buses start and end their service at the garage. We ran experiments on the Chameleon testbed using Intel Xeon Platinum 8380 machines, with 160 cores running at 2.30GHz with 251GB RAM [13].

Baseline Greedy Approaches: We evaluate the performance of our approach against a baseline greedy approach. We used the same number of vehicles, vehicle capacities, incidents, and passenger event chains. According to the agency, they will usually dispatch substitute buses, in a greedy manner if they are available (taking into account domain expertise). Thus, for our greedy baseline, if a bus leaves passengers due to overcrowding, a substitute bus will be dispatched immediately, if the number of people left amounts to 5% of the last bus’ capacity. Also, a substitute bus will be sent immediately, given enough resources, to cover for a broken down bus. In the greedy approaches, there will be no stationing aside from the initial assignment at the start of the service day. There are three possible initial stationing configurations: GARAGE, AGENCY, and SEARCH. GARAGE is equivalent to a no stationing plan, AGENCY represents the current stationing used by the transit office and SEARCH is the result of performing random local search with simulated annealing to find the initial stationing configuration that would serve the most passengers while traveling the least amount of deadhead miles.

Parameter tuning: We used one week of data for tuning $C$, the parameter for adjusting exploration over exploitation, and $IT$, the number of MCTS simulations per decision epoch. This was done both in the interest of time and since public transit follows a weekly schedule resulting in a consistent pattern. We used 20 of the 40 event chains for training. Fig. 3 shows how each parameter affects the performance of the approach over the greedy baseline. The initial value of $C$ was selected by identifying the mean of $X_i$ and iteratively decreasing it. We select $C$ which has the highest improvement over baseline with an acceptable balance of exploration and exploitation.
We then select the highest number of MCTS simulations that would still allow us to complete a decision epoch in real time. Fig. 6 shows how adjusting this parameter affects the time per decision epoch. The final parameters and configurations for our framework are listed in Tab. II.

**B. Experimental Scenarios**

We ran experiments on two weeks of data unseen during hyperparameter tuning and compared the baseline policies with our proposed approach. We ran two sets of experiments, shown in Tab. III. First, we used a generative model to represent the real-world environment and used event chains sampled from the generative model as the MCTS environment. Next, we validated our approach with an environment based on actual empirical data and chains based on real-world passenger counts with Gaussian noise applied to it and the models sampled from the generative model. The passenger arrival chains sampled from the generative models have a much larger passenger count, due to how the generative model was trained.

**C. Results**

The results for total passengers served are shown in Fig. 4. The first observation is that by using the proposed framework, we improve the total number of passengers served by 10 passengers on average. This number can increase further when there are more instances of overage events and fewer disruption events. Since a bus that has been assigned to take over a broken bus is essentially unable to be dispatched to overage events, it reduces the window for optimization.

We also observe a significant reduction in total deadhead miles traveled by the overload buses when we perform dispatch using the proposed approach. We save on average around 50 kilometers per overload bus. This reduction in deadhead miles seen in Fig. 5 is not unexpected. This can be attributed to the fact that our approach does not dispatch buses when the estimated reward is minimal, which leaves it available for future events with a larger reward.

Table III: Experimental Scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Env. Chains Traffic Breakdown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full generative</td>
<td>Generative True</td>
</tr>
<tr>
<td>Noisy Real</td>
<td>Real-world Noisy real True</td>
</tr>
<tr>
<td>Generative Model</td>
<td>Real-world Generative True</td>
</tr>
</tbody>
</table>

Fig. 5: Comparing deadhead miles of the approach against the different stationing baseline on the real-world data. MCTS_5 is the same approach except decisions are done at 5-minute intervals compared to 15-minute intervals.

Fig. 6: Measuring processing time per decision epoch and overall run time for an entire service day.

The ability to make non-myopic decisions for when and where to allocate and dispatch overflow buses results in our approach performing better than the baseline. Consider a major overage at some time in the future. The baseline will continuously dispatch buses for minor overages before this moment, effectively exhausting its resources and leaving it unable to serve the major incident. These scenarios are effectively handled by our framework.

**Real-world effectiveness:** The end goal of our work is to be integrated into a multi-purpose tool that public transit agencies, for any major metropolitan city, can use to improve their system. Thus, we evaluate the effectiveness of our framework in a real-world environment. We use empirical data as the real-world environment and sample chains from generative models for the simulation environment. Since the passenger overages and disruption events are very sparse in the real-world data, both the baselines and our MCTS approach can serve the
maximum feasible amount of passengers that can be served. However, Fig. 5 shows that our approach can outperform all baselines in terms of total deadhead miles traveled by substitute buses. This is to be expected, the strength of our approach lies in how well we can estimate and simulate the conditions of the real world using generative models. This savings in distance traveled translates to savings in manpower and resources for the agency.

**Computation Time:** Improving upon their stationing and dispatch methodology is only realistic if our online approach can produce results within the time that they must make their decisions. Fig. 6 shows how adjusting the number of MCTS simulations affects both processing time decision epoch and overall run time. The figure above shows that keeping the number of MCTS simulations below 400 will ensure that decision epochs finish at or below the five-minute interval that MTA uses as their decision intervals for their decision-making. The figure below shows the total run time in real-time for our approach to completely simulate the entire service day and provide optimal actions at each decision epoch.

In our experiments, the entire service day lasts on average around 20 hours (04:00 am to 24:00 am). Thus, running 200 MCTS simulations per chain lets us finish all simulations and decision-making in 20 hours.

However, it should be noted that the total run times and computation costs are also subject to several other parameters shown in Tab. 11. Increasing the number of event chains may make the framework adapt to randomness in the environment, but also increase computation. Increasing the number of simulations may allow the MCTS to converge to a more optimal solution while increasing run times. Our approach is largely bounded by CPU, with minimal memory and disk requirements during run time. The desire to be able to perform in real-time for actual deployment is one of the reasons we selected certain hyperparameters such as the number of MCTS simulations and chains. Based on our results, 20 chains is an adequate lower bound for the number of event chains. Each chain takes one CPU core and is limited by the CPU clock speeds. Also, 200 MCTS simulations provide acceptable results while keeping the decision epoch below the decision-making time suggested by the partner agency. For larger cities, with different transit requirements, our approach may be able to perform better by varying different hyperparameters.

V. RELATED WORK

Scheduling for fixed-line bus systems can be divided into static and dynamic scheduling. Static scheduling is the process of designing the fixed routes beforehand and is an offline problem. This includes the network route design, setting timetables, and scheduling vehicles to service routes. In this context, static scheduling for fixed-line transit is a version of the classic line planning problem [14], [15], [16]. The design of a static fixed-line bus system aims to meet various, often competing, objectives including coverage, meeting demand, serviceability requirements, and cost. Recent work has used MCTS to efficiently evaluate and search potential transit routes based on multiple objectives [17].

We assume that the fixed-line schedules are designed beforehand and are outside the scope of this work. We focus on dynamic scheduling where the goal is to adapt in real-time to address dynamic demand and uncertainty in the system. Current dynamic scheduling for fixed-line services is largely devoted to studying bus holding strategies aimed at improving bus service from the passenger’s perspective. This involves designing a control system that manages the arrival times of vehicles along a route to minimize headway, passenger waiting time, or other serviceability metrics. The control strategy includes: holding control [18], [19], [20], bus speed control [21], [20], stop skipping [20], and boarding limits.

Liu et al extend the notion of control strategies to focus on dynamic dispatching [22]. Their work focuses on dispatching vehicles for a single bus line. They monitor current demand, forecasted demand, and headway information along the line and then schedule when the next vehicle will leave the depot. Vehicles are not allowed to be dispatched to any stop or any trip, only at the first stop along the trip in question. Unlike our work, Liu et al do not consider reallocation strategies. Reallocation strategies have proven highly effective in rideshare and ride pooling applications [23]–[25]. The success of reallocation strategies in rideshare and ride pooling motivates our use of reallocation and stationing in the context of dynamic fixed-line transit.

MCTS has proven effective for planning in a variety of domains [26]. Planning with MCTS typically takes one of two forms. In the first setting, a value or state-action function is learned offline through reinforcement learning and can be queried at inference time to help guide the search process [27]. The second setting is purely online. In purely online MCTS generative models of the environment are used at inference time to evaluate future actions in the context of expected demand [28]–[30]. Pure online approaches have the benefit of not relying on value functions learned offline that can become stale in rapidly changing environments such as urban systems [31]. Therefore, this work focuses on the second approach where we use MCTS with passenger distribution and traffic incident generative models based on historical data.

VI. CONCLUSION

We design a non-myopic, always online approach for optimizing stationing and dispatch of reserve or overflow buses for fixed-line transit that is scalable to real-world applications. We introduce several approximations and assumptions to allow our approach to limit the exponential action space present in the real world. We demonstrated that our approach improves upon the baseline by 2% on average, and as much as 7% on total passengers served. An additional benefit is that our approach reduces the overall deadhead miles traveled by overflow buses by 42% on average, as they are stationed and dispatched across the city. We also show that our approach, along with the generative models, can adapt to the real-world environment. Thus, performing similarly to event chains based on the real
world. Finally, as the future of our implementation is to be deployed as a tool for public transit agencies, we show that with careful tuning of parameters, we can execute decision epochs within the cut-off period for their decision-making.
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APPENDIX

A. Notation Lookup

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Set of trips $i$</td>
</tr>
<tr>
<td>$L$</td>
<td>Set of stops</td>
</tr>
<tr>
<td>$c(L_j^i)$</td>
<td>Scheduled arrival time for stop $j$ on trip $i$</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of all buses</td>
</tr>
<tr>
<td>$V^R$</td>
<td>Set of regular buses</td>
</tr>
<tr>
<td>$V^O$</td>
<td>Set of overload buses</td>
</tr>
<tr>
<td>$S$</td>
<td>Set of states</td>
</tr>
<tr>
<td>$A$</td>
<td>Set of all feasible actions</td>
</tr>
<tr>
<td>$P$</td>
<td>State transition function</td>
</tr>
<tr>
<td>$T$</td>
<td>Temporal distribution over transitions</td>
</tr>
<tr>
<td>$R$</td>
<td>Instantaneous reward function</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Discount factor for future rewards</td>
</tr>
<tr>
<td>$a(V^o_i)$</td>
<td>Occupancy of vehicle at time $t$</td>
</tr>
<tr>
<td>$h(L_j^i)$</td>
<td>Number of boarding for stop $j$ on trip $i$</td>
</tr>
<tr>
<td>$w(L_j^i)$</td>
<td>Status of vehicle at time $t$</td>
</tr>
<tr>
<td>$C$</td>
<td>Explore and exploit parameter</td>
</tr>
<tr>
<td>$E$</td>
<td>Generative model</td>
</tr>
</tbody>
</table>

B. Dispatch actions

Our approach improves on the baseline by performing non-myopic decisions for when and where to dispatch overflow buses. Fig. 7 shows how our approach can more strategically dispatch overflow buses in anticipation of a more significant number of passengers in the future. The greedy baseline (bottom half) exhausts all available overflow buses at around 19:40 mark, serving fewer passengers. This results in a later trip that starts around 19:45 with a large number of passengers waiting to board, overcrowded and without any overload buses to assist. This results in fewer passengers being served. Overall, our approach (top half) can serve 18% more passengers at the same time as the baseline. This highlights the shortcomings of myopic approaches which immediately dispatch buses on the first sign of overages. This causes “stuttering” which also affects the total deadhead miles traveled by overload buses as they keep getting dispatched to trips with minimal rewards.

The results are shown in figure 8. We can observe that the greedy baseline approach dispatches a substitute bus almost immediately after the disruption occurs. However, there have also been instances where a substitute bus is only available, long after the current disrupted trip’s schedule has elapsed, stranding people. Meanwhile, the proposed approach estimates that there are no rewards if it decides to send the bus early, instead choosing to wait before sending a substitute bus. While minimal in this example, the results lead to an improvement in total passengers served.

C. Artifact Evaluation

The included Repeatability Evaluation Package (REP) will cover Figs. 4, 5, and 6. However, in the interest of time, this REP will only run on a fraction of the datasets used in the paper. This REP will not include hyperparameter search components, namely Fig. 7 and Tab. II. The results are still valid and proper, and follow a similar trend to the components in the paper. With the current changes and using a machine that meets the minimum requirements Tab. V, this REP will take around 4 hours to complete. Running and generating the figures that exactly match what is in the paper requires at least a CPU with 10 cores and almost 100GB of memory and will take around a few days without parallelization. We have included clear instructions on configuring the current REP to run hyperparameter searches and potentially extend our work for the future.

Installation and Run Instructions

Instructions are for UNIX-based machines. The link provided below provides additional instructions for Windows.

1) Download both “REP_57.tar.gz” and “ARTI-FACT_FiLES.tar.gz” from https://zenodo.org/records/10594255
<table>
<thead>
<tr>
<th>Component</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programs</td>
<td>Docker</td>
</tr>
<tr>
<td>RAM</td>
<td>94GB total, 300GB swap</td>
</tr>
<tr>
<td>CPU</td>
<td>At least 4 cores</td>
</tr>
<tr>
<td>OS</td>
<td>Ubuntu, at least 18.04.5 LTS</td>
</tr>
</tbody>
</table>

**TABLE V: Minimum Requirements**

2) Extract the “REP_57.tar.gz” and move the “ARTIFACT_FILES.tar.gz” into the REP_57 folder:

```
tar -xzvf REP_57.tar.gz
mv ARTIFACT_FILES.tar.gz REP_57
```

3) Extract data files using:

```
tar -xzvf ARTIFACT_FILES.tar.gz
```

4) Build the Docker image, do not forget the period at the end of the command.

```
docker build -t iccps2024_stationing .
```

5) Run the experiment

```
docker run -d -v 
$PWD/code_root:/usr/src/app/code_root 
iccps2024_stationing
```

6) Logs during the run can be monitored using the Docker ID generated in the previous step.

```
docker logs -f DOCKER_ID
```

7) Plots will appear in:

```
code_root\experiments\TEST\plots
```

8) Raw logs will appear in two locations:

```
code_root\experiments\TEST\results
code_root\experiments\TEST\logs
```

**REP Output**

The following figures will be generated by the REP. While this does not directly match the components presented in the paper, they follow a similar trend. Given the computational requirements and time constraints, the figures are truncated versions of those presented in the paper.

![Fig. 9: REP output for the bottom portion of Fig. 4.](image)

![Fig. 10: REP output for the top portion of Fig. 4.](image)

![Fig. 11: REP output for Fig. 6.](image)

**Troubleshooting**

Here are some issues commonly encountered when using Docker and running the REP:

1) If running using Docker Desktop on a Mac, you might need to allow file sharing on the current git repo directory.

2) The time in the results is in UTC. The first one contains the raw logs detailing the bus movement and passenger pickups and dropoffs. The second one is a summary containing 3 distinct CSVs and a summary of the results at the bottom.

3) Docker might require sudo access.

4) Email updates can be obtained by providing a .env file in the root folder; this requires the generation of a Google app password.

```plaintext
EMAIL_ADDRESS=email@gmail.com
EMAIL_PASSWORD=16stringpassword
```