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Abstract—Sensor networks monitoring spatially-distributed physical systems often comprise battery-powered sensor devices. To extend lifetime, battery power may be conserved using sleep scheduling: activating and deactivating some of the sensors from time to time. Scheduling sensors with the goal of maximizing average coverage, that is the average fraction of time for which each monitoring target is covered by some active sensor has been studied extensively. However, many applications also require time-critical monitoring in the sense that one has to minimize the average delay until an unpredictable change or event at a monitoring target is detected. In this paper, we study the problem of sleep scheduling sensors to minimize the average delay in detecting such time-critical events in the context of monitoring physical systems that can be modeled using graphs, such as water-distribution networks. We provide a game-theoretic solution that computes schedules with near optimal average delays. We illustrate that schedules that optimize average coverage may result in large average detection delays, whereas schedules minimizing average detection delays using our proposed scheme also result in near optimal average coverage.
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I. INTRODUCTION

The lifetime of battery-powered sensing devices can be significantly increased by scheduling their active times. While sleep scheduling can significantly increase lifetime, it may also decrease monitoring coverage since some parts of the system may not be monitored continuously by active sensors. A number of research efforts have studied schedules that maximize the average fraction of time for which each target is monitored by at least one sensor, often referred to as the average coverage (e.g., [1], [2], [3], [4]). The average coverage formulation, though useful in many scenarios, ignores the average detection delay, that is the average time until an event is first observed by an active sensor. This is a significant concern in the detection of time-critical events as large detection delay could accumulate the potential losses. For example, a water leakage can be detected by sensors after a pipe burst, but the detection delay needs to be minimized to reduce physical damage.

In this paper, we study schedules that minimize the average delay until a random event at a monitoring target is first detected by some sensor. First, we show that the optimal scheduling problem to minimize average detection delay is NP-hard. Second, using game theory concepts, we formulate the problem as a potential game. Third, using the binary logistic learning algorithm [5] to solve the potential game, we give a near optimal solution to the scheduling problem. We also analyze the special case of random scheduling in random geometric networks. Finally, we illustrate our approach on a benchmark water distribution network and random geometric networks. Our numerical evaluation exhibits that schedules that minimize average detection delays also achieve near optimal average coverage, whereas the ones that optimize average coverage can result in large average detection delays.

Next, we briefly review and compare our work with some of the most relevant works in this area. In [6], Guo et al. study sleep scheduling for critical event monitoring in wireless sensor networks assuming that sensor nodes are equipped with passive event detection capabilities, which allow them to wake up in case of an event. In contrast, we do not assume that sensors have such capabilities. Yang and Vaidya consider end-to-end communication delay in sensor networks [7]. Here, we consider a different aspect, the delay until detection. Xiao et al. study randomized scheduling algorithms and consider detection delay in the context of intrusions that last only for a fixed period of time [8]. In addition to randomized schedules, we also study the problem of finding optimal schedules. Further, we consider events that have permanent effect instead of fixed-length intrusions. Bhatt and Datta study the problem of deploying audio and video sensors in a two-tier architecture [9]. In contrast, we study the problem of sleep-scheduling sensors in a general model. Premkumar and Kumar assume that sensors are collocated, i.e., each sensor covers the same region [10]. On the other hand, we assume that each sensor may detect an arbitrary subset of the events.

II. SYSTEM MODEL

The physical network monitored by the sensor devices is represented by a graph $G(V, E)$. The sensors $S$ are located at the nodes of the network, that is, $S \subseteq V$. The targets $Y$ that have to be monitored are a subset of nodes and edges of the network, that is, $Y \subseteq (V \cup E)$. The distance $d(s, v)$ between two nodes $s$ and $v$ is defined as the number of hops on the shortest path between them (and infinite if there exists no path). The distance $d(s, e)$ between a node $s$ and an edge $e = (u, v)$ is defined as $\max\{d(s, u), d(s, v)\}$. A sensor $s \in S$ can monitor any target $y \in Y$ that is at most $\varepsilon$ distance from the sensor $s$, where $\varepsilon$ is referred to as the range of the sensor. The set of targets within the range of sensor $s$ defines the neighborhood of $s$ denoted by $N(x,s)$.

We assume that time is divided into $T$ time slots, and each sensor device can be active for at most $B$ of these slots. A
schedule for activating and deactivating sensors is represented as a vector of sets $S = (S_1, \ldots, S_T)$, where set $S_t \subseteq S$ is the subset of sensors that are active during time slot $t \in [1, \ldots, T]$. Based on the battery constraint $B$, we say that a schedule $S$ is feasible if and only if

$$\forall s \in S : \left| \left\{ t \in [1, \ldots, T] \mid s \in S_t \right\} \right| \leq B. \quad (1)$$

Let $\Gamma_y(S) \subseteq [1, \cdots, T]$ be the subset of time slots in which target $y$ is monitored by at least one sensor in schedule $S$. The number of time slots until an event (e.g., failure) at target $y$ in time slot $t$ is first detected by schedule $S$, denoted by $D(S, y, t)$, is \[ D(S, y, t) = \min\left\{ j \mid \left( \{ j \in \Gamma_y(S) \} \lor (j = T + 1) \right) \land (j \geq t) \right\} - t. \]

### A. Problem Formulation

Using the above definition, we can express the average detection delay until an event at a random target in a random time slot is first detected by schedule $S$, denoted by $D(S)$, as

$$D(S) = \frac{1}{T} \sum_{i=1}^{T} \sum_{y \in Y} D(S, y, i). \quad (2)$$

The objective is to find a feasible schedule $S$ (as defined in (1)) minimizing the average detection delay, that is,

$$\min_{\text{feasible } S} D(S). \quad (3)$$

We note here that optimizing schedules for average detection delay (3) is essentially different from finding schedules that maximize the average number of time slots for which a random target remains monitored by some sensor, referred to as the average coverage (e.g., see [1], [2], [4], [11]). For the case of average coverage, the objective is to maximize $C(S)$ over all feasible schedules, where

$$C(S) = \frac{1}{|Y|} \sum_{y \in Y} |\Gamma_y(S)| / T. \quad (4)$$

### III. ANALYSIS

#### A. Computational Complexity

We begin our analysis by showing that finding an optimal schedule to minimize average detection delay is computationally hard. First, we formulate the problem of finding an optimal schedule as a decision problem.

**Definition 1 (Minimum Average Detection Delay (MADD)):** Given a graph $G = (V, E)$, a set of sensors $S \subseteq V$, a set of targets $Y \subseteq (V \cup E)$, a range $\epsilon$, a network lifetime $T$, a battery supply $B$, and a threshold delay $D^*$, determine if there exists a schedule $S$ such that $D(S) \leq D^*$.

**Theorem 1:** The MADD problem is NP-hard.

We prove the NP-hardness of finding an optimal schedule using a reduction from a known NP-hard problem, the 2-Disjoint Set Covers problem [11].

**Definition 2 (2-Disjoint Set Covers):** Given a set $U$ and a collection $C$ of subsets of $U$, determine whether the collection $C$ can be partitioned into two disjoint set covers.

**Proof sketch:** Given an instance $(U, C)$ of the 2-Disjoint Set Covers problem (2-DSC), we construct an instance $(G = (V, E), S, Y, \epsilon, T, B, D^*)$ of the MADD as follows:

Let the set of nodes be $V = U \cup C$; the set of edges be $E = U \times C$; the set of sensors be $S = C$; and the set of targets be $Y = U$. Finally, let the network lifetime be $T = 2$; the battery supply be $B = 1$; the range be $\epsilon = 1$; and the threshold delay be $D^* = 0$.

Since we can clearly perform the above reduction in polynomial time, it remains to show that the 2-DSC problem has a solution if and only if the MADD problem does. First, assume that there exist two disjoint set covers $C_1$ and $C_2$. Then, $S = (C_1, C_2)$ is a feasible schedule and its delay $D(S)$ is zero since every target is covered by a sensor in both time slots. Second, assume that there exists a schedule $S$ with delay $D(S) = 0$. Then, for similar reasons, $S_1$ and $S_2$ are disjoint set covers, which concludes our proof.

Next, we present our approach to solving the scheduling problem using a game-theoretic setup.

#### B. Scheduling as a Potential Game

Here, we present a general solution for the scheduling problem to minimize average detection delay using game-theoretic concepts. In this direction, a particular class of non-cooperative games, known as potential games, are especially useful [12], [5]. A basic theme in potential games is that a single global function, known as the potential function, can express the incentive of all players to change their strategy. Consider a set of players $P$, and let $A_p$ be the action set of a player $p$, and $a_p, a'_p \in A_p$. Moreover, let $a_{-p}$ represent collectively the actions of players in $P \setminus \{p\}$; $u_p(a_p, a_{-p})$ represent the utility of player $p$ as a result of an action $a_p$; and $\phi(a_p, a_{-p})$ be the value of potential function as a result of players’ actions. Then, for every $p \in P$, $a_p, a'_p \in A_p$, and every $a_{-p}$, the following holds in potential games:

$$u_p(a_p, a_{-p}) - u_p(a'_p, a_{-p}) = \phi(a_p, a_{-p}) - \phi(a'_p, a_{-p}) \quad (5)$$

For potential games, algorithms such as log-linear-learning (LLL) [12] and binary log-linear-learning (BLLL) [5] converge to action profiles that maximize the potential function with arbitrary high probability, thus achieving the global objective. We utilize the framework of potential games to solve the scheduling problem. We first formulate the scheduling problem as a potential game by appropriately selecting the utility functions of players, which are sensors, and the potential function that represent the overall objective of minimizing the average detection delay as in (3).

**1) Scheduling Game:** For an instance of the scheduling problem, we define the Scheduling Game $(P, A, u)$ as follows:

- The set of players $P$ is the set of sensors $S$
- For each player $s \in P$, the action set $A_s$ is the set of all subsets of $\{1, \ldots, T\}$ with cardinality $B$, and $A = (A_1 \times A_2 \times \cdots \times A_{|P|})$ is the players’ joint action space. For each $a \in A$, we define the corresponding schedule $S$ as the one where $S_t = \{ s \in S \mid t \in a_s \}$ (i.e., in schedule $S$, each sensor $s$ is active in time slots $a_s$).
For each player $s \in P$, we define the utility of an action $a_s \in \mathcal{A}_s$ as the overall reduction in delays until events occurring at the neighbors of $s$ in all different time slots are first detected. This reduction in delays is possible only because of the action $a_s$. More precisely, if $S = (S_1, \cdots, S_T)$ is the schedule given by $a$, let $\tilde{S}_j = S_j \setminus \{s\}$ and $\hat{S} = (\tilde{S}_1, \cdots, \tilde{S}_T)$. Note that $\hat{S}$ is the same schedule as $S$ with the only difference that sensor $s$ is not active in any time slot. We can now formally define $u_s(a_s, a_{-s})$ as follows:

$$
u_s(a_s, a_{-s}) = \frac{1}{|V|} \sum_{y \in N(s)} \sum_{i=1}^T (D(\hat{S}, y, i) - D(S, y, i)) \quad (6)$$

**Proposition 1:** A Scheduling Game $(P, \mathcal{A}, u)$ is a potential game with the potential function $\phi(a) = -D(S)$.

**Proof:** For any $s \in S$ and a schedule $S$ defined by $a = (a_s, a_{-s}) \in \mathcal{A}$, we have

$$\phi(a) = -\frac{1}{|V|} \sum_{i=1}^T \sum_{y \in N(s)} D(S, y, i) + \sum_{y \in V \setminus N(s)} D(S, y, i).$$

Note that for any other $S'$ defined by $a' = (a'_s, a_{-s})$ and $i$, $\sum_{y \in V \setminus N(s)} D(S, y, i) = \sum_{y \in V \setminus N(s)} D(S', y, i)$, thus, we get

$$\phi(a) - \phi(a') = \frac{1}{|V|} \sum_{i=1}^T \sum_{y \in N(s)} (D(S', y, i) + D(S, y, i)). \quad (7)$$

Performing the same for the utilities gives

$$\nu_s(a_s, a_{-s}) = \nu_s(a'_s, a_{-s}) = \phi(a) - \phi(a').$$

2) **Solution of the Scheduling Game:** It is well known that in the case of exact potential games, if players select actions based on log-linear learning models, the dynamics converge to a specific set of Nash equilibria, namely the set of potential maximizers (e.g., see [5], [13], [12]). The basic idea in these models is to have noisy best-response dynamics that allow occasional selection of suboptimal actions by the players. Here, we utilize binary log-linear learning [5] to solve the scheduling problem.

**Algorithm 1 Binary Log-Linear Learning**

1: **Initialization:** Pick a small $\tau \in \mathbb{R}_+$, an $a \in \mathcal{A}$, and a total number of iterations.

2: **While** $i \leq$ number of iterations **do**

3: Randomly pick a sensor $s \in S$ and action $a'_s \in \mathcal{A}_s$.

4: Compute $V_s = e^{\frac{1}{\tau} u_s(a_s, a_{-s})} = e^{\frac{1}{\tau} \nu_s(a_s, a_{-s})} + \nu_s(a_s, a_{-s})$.

5: Set $a_s \leftarrow a'_s$ with probability $V_s$.

6: $i \leftarrow i + 1$

7: **End While**

Here, $\tau$ is the noise parameter that determines the selection of suboptimal actions by players. As $\tau \to 0$, players select the best response with arbitrary high probability. As $\tau \to \infty$, players select any action from the action space with equal probability. We also note here that using BLLL algorithm, schedules can be computed off-line in the design phase. Next, we analyze the special case of random scheduling in random geometric networks.

### C. Random Schedules in Random Geometric Networks

In a random schedule, each sensor selects $B$ time slots uniformly at random, in which it remains active. Here, we study the average detection delay of random schedules in random geometric graphs, which are widely used to model sensor networks with random deployment of sensors.

**Proposition 2:** Let $G(V, E)$ be a random geometric graph induced by a Poisson point process with constant density $\lambda$, in which two nodes are adjacent if the Euclidean distance between them is at most $r$. If $S = Y \cup e$, $e = 1$, and every node is active in a set of $B$ time slots chosen randomly at uniform from the set $\{1, \ldots, T\}$, then the average detection delay for a random node is

$$\sum_{k=1}^{T-B} k \mathcal{P}(k) \left( e^{\lambda \pi r^2} - \left( \frac{T - k - B}{T - k} \right) e^{\lambda \pi r^2} \mathcal{P}(k+1) \right), \quad (8)$$

where, $\mathcal{P}(x) = \prod_{i=1}^{x} (1 - \frac{B}{T})$ for a given $B$ and $T$.

**Proof:** The probability that a node is inactive in a time slot is $(1 - \frac{B}{T})$. The probability that a node is inactive for at least $k \leq T - B$ consecutive time slots is $\prod_{i=0}^{k-1} (1 - \frac{B}{T}) = \mathcal{P}(k)$. Similarly, the probability that a node is inactive for $k \leq T - B$ consecutive time slots but is active in the following time slot is $(\frac{B}{T}) \mathcal{P}(k)$. Moreover, the probability that node $u$ and all of its neighbors $N(u)$ are inactive for $k \leq T - B$ consecutive time slots but at least one of them is active in the following time slot is

$$\left[ 1 - \left( 1 - \frac{B}{T - k} \right)^{|N(u)|+1} \right] \mathcal{P}(k)^{|N(u)|+1}. \quad (9)$$

Thus, the expected detection delay for node $u$ given that it has $|N(u)|$ neighbors is

$$\sum_{k=1}^{T-B} k \left[ 1 - \left( 1 - \frac{B}{T - k} \right)^{|N(u)|+1} \right] \mathcal{P}(k)^{|N(u)|+1}. \quad (10)$$

The probability that node $u$ has $j$ neighbors is $\Pr[|N(u)| = j] = \left( \frac{\lambda \pi r^2}{j!} e^{-\lambda \pi r^2} \right)$. Therefore, the average expected detection delay is

$$\sum_{j=0}^{\infty} \left( \frac{\lambda \pi r^2}{j!} e^{-\lambda \pi r^2} \right) \sum_{k=1}^{T-B} k \left[ 1 - \left( 1 - \frac{B}{T - k} \right)^{j+1} \right] \mathcal{P}(k)^{j+1}. \quad (11)$$

After simplifying and observing that $\left( 1 - \frac{B}{T - k} \right) \mathcal{P}(k) = \mathcal{P}(k+1)$, we get the desired result.

### IV. Numerical Results

We evaluate our algorithms on two types of networks: a benchmark water-distribution network (see [14] for details), and random geometric networks. We compare our approach to two baselines: (i) schedules maximizing average coverage and (ii) random schedules (i.e., uncoordinated monitoring).

The water-distribution network considered here has been extensively used in research related to sensor placement in water-distribution networks. The network has 126 pipes, 168 links, one reservoir, two pumps, and two storage tanks. For our scheduling problem, we let $S = V$, $e = 2$, and $Y = E$. 
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### Additional Notes

- The algorithm described above is a binary log-linear learning algorithm.
- The scheduling game is a potential game with a potential function $\phi$ defined as the total delay reduction.
- The expected detection delay for a node is calculated using the Poisson point process and the random geometric graph model.
- The algorithm can be used to select a schedule that minimizes the expected detection delay.
- The numerical results show the performance of the scheduling algorithms in two types of networks, with comparisons to baseline approaches.
Moreover, we assume $B = 2$ in all the simulations, which means that all three schemes have the same energy cost.

For random geometric networks, we select a network of 100 nodes deployed at random in a unit square. Each node can monitor a target that is at a Euclidean distance of at most $r$ from the node, which is referred to as the sensing radius of the node. For evaluation, we consider both $S$ and $Y$ to be the set of nodes, and $r = 0.12$. We note that the range $e$ of the sensor nodes, which is measured in number of hops, is equal to one in the resulting graphs.

The results are plotted in Figures 1 and 2 for (a) average detection delay $D(S)$ and (b) average coverage $C(S)$ obtained from schedules computed using BLLL minimizing delay (solid line), BLLL maximizing coverage1 (dashed line), and randomly (dotted line). For random geometric graphs, each point on the plots is an average of fifty instances. The value of $\tau$ in BLLL for minimizing delay and maximizing coverage is chosen to be $10^{-4}$. For each run of BLLL, 5000 iterations are performed.

The plots show that the $D(S)$ of schedules computed using BLLL for minimizing delay are significantly lower than the ones obtained from random schedules as well as from the schedules for near optimal average coverage. For instance, as compared to random schedules, the average detection delays are reduced by 39% up to 62% in the water network, and by 37% up to 52% in random geometric networks (considering $B = 2, T = \{12, \ldots, 35\}$) due to the proposed scheme. Similarly, as compared to schedules that give near optimal average coverage using BLLL, the average detection delays in the proposed scheme are reduced by 11% up to 28% in the water network, and by 16% up to 30% in random geometric networks. At the same time, average coverage from schedules computed using BLLL for minimum delay is only slightly lower (i.e., by 0.7% up to 4%) in the water network, and by only 0.1% up to 2.6% in random geometric networks) than the near optimal average coverage computed using BLLL for maximum $C(S)$.

V. CONCLUSION

In this paper, we studied the problem of sleep-scheduling battery-powered sensors to minimize detection delay. After formalizing the scheduling problem for physical systems that can modeled as graphs, we provided a solution for finding schedules based on a potential-game formulation of the problem. Finally, we evaluated the proposed solution numerically using random geometric graphs and a real-world water-distribution network. Our numerical results show that schedules that minimize average detection delays also achieve near optimal average coverage, whereas, the ones that optimize average coverage can result in large average detection delays.
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